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Problem Description:

The main objective of this project is to use Paradyn, a parallel performance tool, to analyze and evaluate the performance of ASCI benchmark ior_mpiio ( Interleaved or Random Access using MPI-IO). And to identify the bottleneck in the benchmark application, improve the performance by algorithmic changes or MPI specific changes, suggest improvement to the tool for the benchmark. The following is a brief description of the tool and benchmark code.
Paradyn:
It is a tool for measuring the performance of parallel distributed programs. It achieves this by dynamically inserting (attaching) the instrumentation code to unmodified executable. The instrumentation is done automatically by the Performance Consultant module, which identifies the performance problems, decides where and when to collect data. It uses a W3 (Why, Where and When) Search model. The tool also provides an open interface for program visualization and can be configured for application specific performance data.
Ior_mpiio:

This is a parallel file system test code, which performs parallel write/read of file using MPI-IO routines. The goal of this benchmark is to maximize parallel I/O throughput rates. It does the following (from benchmark website):
1. Run with one MPI task per processor. 

2. Create a single file with zero size.

3. Each MPI task writes to a non-overlapping partition of the file forming contiguous space in the file.

4. After writing the file, each MPI task will read in a different non-overlapping contiguous partition of the file chosen at random.

5. As the data is read, verification is done that it matches the data written. (Time spent in this verification is subtracted from the recorded time for performance.)

6. Close the file and delete it.

7. Repeat steps 1 through 6 above 3 times in one job.

Towards Solution:

· Install and Understand Paradyn

· Download and Install the Paradyn tool.

· Write test programs for the tool.

· Understand ior_mpiio
· Execute the program in our cluster environment.

· Measure the I/O throughput for various parameters (file size, scalability, etc).

· Makes changes to the benchmark - algorithmic changes or MPI changes. The code currently uses generic MPI routines, which can be optimized by special MPI routines.

· Measure performance using Paradyn

· Execute the benchmark using paradyn. The application program doesn’t require any changes. 
· Execute the benchmark for various scenarios and analyze the results from paradyn. These results should give a better insight into the application bottlenecks and scope for improvement.

· Look for more optimizations in the benchmark code and study the throughput rates.

· Propose changes to the tool for analyzing MPI specific programs
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