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This work defines a new subclass of bivariate bicycle (BB) codes suitable for quantum error
correction. The proposed subclass of BB codes employs coprimes and the product zy of the two
generating variables x and y to construct polynomials, rather than using x and y separately as
in vanilla BB codes. In contrast to vanilla BB codes, where parameters remain unknown prior to
code discovery, the rate of the proposed code can be determined beforehand by specifying a factor
polynomial as an input to the numerical search algorithm. Using this coprime BB construction, we
found a number of surprisingly short to medium-length codes that were previously unknown.

Introduction — Quantum information is susceptible to
errors during storage and operation. As the number of
qubits in a quantum circuit increases, so does the fre-
quency of errors. Therefore, quantum error correction
(QECQ) is the cornerstone of advancing from the current
noisy intermediate-scale quantum (NISQ) era to the next
era of fault-tolerant quantum (FTQC) computing. Typi-
cally, a QEC code is characterized by a 3-tuple [[n, k, d]],
signifying that the code utilizes n physical qubits to en-
code k logical qubits and can correct up to |d/2] errors.
This encoding process introduces additional overhead,
which is measured by the code rate k/n. Among the
various QEC codes, quantum Low-Density Parity-Check
(qLDPC) codes stand out [IH5] due to their lower-weight
stabilizers, low overhead, and high thresholds. As a spe-
cial case of qLDPC codes, the surface codes, which also
feature low-weight stabilizers, are the most commonly
used codes in quantum computing. However, surface
codes require significant overhead. For example, the ro-
tated surface code has parameters [[L?, 1, L]], meaning
that it requires L? physical qubits to protect one logical
qubit.

In contrast, research has demonstrated the existence
of “good” qLDPC codes [3] indicating that gLDPC codes
can have k and d scaling linearly as n grows. However,
having asymptotically good LDPC codes does not nec-
essarily mean having better parameters than codes de-
signed for short to medium lengths. Moreover, the struc-
ture of codes can greatly influence the design of hardware
and vice versa. Therefore, for practical purposes, people
started to seek qLDPC codes that are easy to implement
on hardware and have good finite-length performance.
For example, Panteleev and Kalachev [6] proposed gen-
eralized bicycle (GB) codes along with the BP-OSD de-
coder that focus on medium-length performance. It is
noteworthy that they also discovered the [[126,12,10]]
GB code, which has the same parameter as the code
we will analyze later. Another such qLDPC code, the
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BB code [5], has received much attention because they
have high thresholds, toric layout, and can be embed-
ded on two planes. Benefiting from the quasi-cyclic and
two-thickness properties of BB codes, recent papers have
established the feasibility of BB codes on different archi-
tectures, including cold atoms [7, [8] and superconduct-
ing [9]. In particular, Viszlai et al. [7] showed that the
quasi-cyclic structure of BB codes can be easily imple-
mented using atom array acousto-optic deflectors (AOD)
movements. More recently, various constructions based
on BB codes have been proposed to achieve different ob-
jectives. Voss et al. [I0] expanded the concept of BB
codes by introducing an additional type of indeterminate
variable, leading to the creation of trivariate bicycle (TB)
codes. These new codes reduce the weight of stabilizers
from 6 to 4-5, making them more practical for hardware
implementation. However, it is important to note that
some of these codes exhibit a lower rate or distance com-
pared to BB codes of similar length. Eberhardt et al. [TI]
investigated the algebraic structure of BB codes and un-
covered certain symmetry properties. These properties
allow for the explicit construction of logical operators and
certain fault-tolerant gates for BB codes. Shaw et al. [12]
proposed a “morphing” circuit design for syndrome ex-
traction on BB codes. The proposed circuit design has
only six rounds of CNOT gates instead of seven in [5].
By applying the proposed circuit, the authors discovered
a new family of BB codes, including codes that have the
same [[n, k, d]] parameters as [5]. The authors also pro-
vide a sufficient condition for the circuit to be applied to
the other two-block group algebra (2BGA) codes.

Constructing BB codes is a time-consuming process be-
cause one has to search for combinations of polynomials
to construct a code. Moreover, the parameters of codes
can not be guaranteed. This challenge motivated us to
develop an algorithm that accelerates the search for good
BB codes and even constructs codes with pre-determined
parameters. Our work differentiates itself from these ap-
proaches by introducing a general and efficient algorithm
for searching BB codes in the form described in Eq. ,
which is also the form of codes proposed by the related
works. Furthermore, we proposed a novel algorithm that
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allows us to search for BB codes with the desired di-
mensions, which we call coprime-BB codes. Coprime-BB
codes generalize the form in Eq. by allowing mixed
terms, making them unattainable through searches lim-
ited to the polynomial form in Eq. .

In this work, we propose a fast numerical algorithm
to search for good BB codes by excluding certain poly-
nomial combinations. In addition, a new construction
of BB codes is proposed that allows us to customize
the code rate before performing a search, much in con-
trast to prior search techniques that identified the rate
only after returning a new code as a search result. This
new method involves selecting two coprime numbers and
a factor polynomial, leading us to name this subclass
coprime-BB codes.

Calderbank-Shor-Steane(CSS) codes — As an impor-
tant class of stabilizer codes, CSS codes have the prop-
erty that each generator of the stabilizer group is either
of the X-type or Z-type, defined by parity-check matri-
ces Hy and Hyz, respectively. This characteristic allows
us to correct errors by correcting Z errors and X errors
separately. Since all stabilizers commute with each other,
it follows directly that for a CSS code, Hx HZ = 0.

Bivariate bicycle (BB) codes — BB codes are a class
of CSS codes and LDPC codes. In this context, LDPC
means that the stabilizers have bounded weight ensuring
low density in both rows and columns of the parity-check
matrices.

Let S,, be the shift matrix of size m, defined as

S = Iy >> 1, (1)

where ">>" denotes the right cyclic shift. For example,

Sy = (2)

— o O
OO =
o= O

By defining x = S; ® I, and y = I; ® S,,, it is easy to
verify that xy = yx using the mixed-product property of
the Kronecker product. This definition forms a bijection
from the set of monomials {z'y?|0 < i < 1,0 < j < m}
to the set of (Im) x (Im) matrices generated by z and
y. Therefore, we can interchangeably use polynomials or
monomials in x and y to represent their corresponding
matrices. The BB codes can be defined by two polyno-
mials, A = a(x,y) and B = b(x,y), and the parity check
matrices for BB code are defined as

Hyx = [A|B]

Hy = [BT|AT] ®)

and it meets the CSS condition as HxHL = AB +
BA =2AB = 0in Fy since z and y commute. In [5], the
authors restricted the polynomials to shapes of

a(z,y) =" +y" +y°

4
b(x,y) = y? + 2° + 27, )

Therefore, we can write A and B as A = Ay + Ay + Az
and B = B;+ Bs+ Bs. Each polynomial has three terms,
making each stabilizer supported by six qubits. Besides,
we have AT = AT + AT + AT = AT  + A1+ A7 as A
is the power of x or y, which are permutation matrices.
Similarly, we have BT = By' + By + By'. Tt is well
known [I3] that for any CSS code, k = n — rank(Hx) —
rank(Hz). But for BB codes, according to Lemma 1
in [B], rank(Hx) = rank(Hz), so this expression simpli-
fies to

k = 2lm — 2rank(Hx) = 2lm — 2rank(Hyz).  (5)

Code equivalence — In [5], BB codes are obtained
through a numerical search. To accelerate this search,
we reduce the search space by eliminating some codes
with the same n, k, d parameters. It is straightforward to
prove that the following four codes

Ci A|B),Hy = [BT|AT

Hx =
Co: Hx = [AT|BT),H; = [B|A
Cs: Hx = [B|A], Hy = [AT|BT
[

]

| (6)
]

Cy: Hx = [BT|AT),H; = [A|B]

share the same parameters, allowing us to search within
only one class of these codes.

Proof: According to Lemma 1 in [5], every bivari-
ate bicycle code has the same distance over X or Z and
rank(H ) = rank(Hz). Let us assume the distances and
dimensions of Cy,...,Cq aredy,...,ds and kq, ..., ky. For
CSS codes, k = n —rank(Hx ) — rank(Hyz) and it is easy
to see that ky = k4 and ko = k3 since one can get one
code from another by swapping Hx and Hz. Thus, it is
sufficient to prove that

[ ] d1 =d4 and d2 :dg.
° k‘1 :kig and d1 :dg.

to ensure Cq,...,C4 has the same parameters.

Let f be the binary string of an arbitrary logical X
operator of C;. By the definition of logical operators, we
have

[BT|AT)fT =0, (7)

indicating that Z7 is a logical Z operator of Cy. Hence
dy > dy. Similarly, we have d4 > dy. Therefore, dy = d;.
Using the same reasoning, we can prove that Co and Cs
have the same distance.

Next, we will prove that C; and Cs have the same dis-
tance. Let C; be the anti-diagonal matrix of size [ xI. We
have C;C; = I and ;M C; = M7 for any given matrix
M of the same size. As per

AT = i) G

we know [AT|BT] and [A|B] have the same rank and
ki1 = ko. Let ZP be an arbitrary logical Z operator of



C5, where p = (a|8) is a length n binary vector and «, 3
are binary vectors of length n/2. By definition, we have
[AT|BT]pT = Aa® + BBT = 0. Le.,

CimAC1 e + Cl BCy, BT = 0. (9)

Recall that Cy,,,Cl,, = I. By multiplying both sides with
Cim, we get

ACyna® + BC,,,BT =0, (10)

and we know that (aC} |BC! ) is a logical Z operator

of C; with the same weight of p. Therefore, d; < dy and,
similarly, dg S dl. Thus, dQ = dl. O

We note that these two codes C; : Hx = [A|B], Hz =
[BT|AT] and C5 : Hy = [AT|B], Hz = [BT|A] do not al-
ways have the same parameters. For example, when [ =
6, m = 12, the code constructed by a(z,y) = 24 +y>+¢°
and b(x,y) = y° + 2> + 2 is a [[144, 8, 10]] code whereas
the code constructed by a(z,y) = 22 + % + 3'0 and
b(z,y) = y> + a® + 2* is a [[144,8,8]] code. Based on

Algorithm 1: Algorithm to search for BB codes

Input: I, m, 7, 74

Result: codes of parameters [[2im, k, d]]

Generate all polynomial pairs of the specified form

Eq. (’ L+ [(a’l (:L', y)7 by ($7 y))v ]7

L’ «+ remove_equivalent(L) ; /* Remove codes with
the same parameters */

for i < 1 to |L'| do

if is_connected(a;(z,y),bi(z,y))) then
Hx,Hz = BB_matrices(a;(x,y),bi(z,y)));
k <+ 2lm — 2rank(Hx);
if kK < 7 then
‘ continue ;
else
‘ d < distance_upperbound(Hx, Hz,T4);
end
else
‘ continue ;
end
end

the equivalence, the accelerated search algorithm is de-
scribed in Algorithm Details about some functions
can be found in Appendix A. The codes found using
Algorithm [I] are shown in Table [ Notably, Eberhardt
et al. [I1] propose a [[108, 16, 6]] code and a [[162,24, 6]]
code, which are precisely two and three times the param-
eters n, k of our [[54,8,6]] BB code, respectively. The
relationship among these three codes remain an area for
future research.

Table I. Novel codes found by Algorithm 1

lim| a(z,y) b(z,y) [[n, k, d]]
3] 1T+o2+y" |47+ 2t + 22| [[54,8,6]
71712+ + 4% [y7 + 2% +2°] [[98,6,12
32114+ ¢y + 4" | ¢® + = + 27 [[[126,8, 10
5[15] 1+4°+¢% | v° + =+ 2*[[[150, 16,8
31271 + ¢ + 4y + = + 2% [[[162,8, 14
6[15] 2% +y+ 57 [y° + 2 +2°[[[180,8, 16

Coprime BB codes — Based on the commutativity of
matrices x and y, one can choose different polynomial
forms and construct valid CSS codes. But we need to
perform an extensive search to find codes with good k,d
using the polynomial of the form in Eq. . Here, we
propose a different construction that can give us codes
with pre-determined k. Following the definition of BB
codes, let [, m be two coprime numbers and m = zy. The
BB code defined by polynomials a(z, y) and b(z, y) can be
expressed by univariate polynomials a(7) and b(r). Let
g(m) = GCD(a(x),b(r), 7™ +1), the BB code defined by
a(m) and b(w) then has dimension

k =2degg(n). (11)

Proof: We note that (z) and (y) are cyclic groups of
order | and m, respectively. It is easy to verify that (xy)
is also a cyclic group of order Im, and any monomial in
{29710 < i < 1,0 < j < m} can be expressed as a power
of zy. Consequently, any polynomial in Fy[z,y]/(z! +
1,y™ + 1) can be expressed in Fy[n]/(7!™ + 1).

The rest of the proof is similar to Proposition 1 in [6].
Given the column space of Hx is equal to

colsp(Hx) = {Hx x|z € F2I™}

. (12)
= {Au + Bv|u,v € F3"},
it can be represented in terms of polynomials
colsp(Hx ) = {a(m)u(r) + b(m)v(r)] (13)

u(m), v(m) € Fa[r]/(x"™ + 1)}

Since Fy[r]/(7!™ + 1) is a univariate polynomial ring,
a(m)Fy[x]/(x'™ + 1) and b(7)Fa[n]/(7!™ + 1) are prin-
cipal ideals. Thus, colsp(Hy) is an principal ideal and
is generated by g(7) and rank(Hx) = dimcolsp(Hx) =
Im — deg g(m). Therefore, the dimension is given by

k = 2lm — 2rank(Hx)

= 2lm — 2(Im — deg g(7)) = 2deg g(7). (14)
O
The code equivalence we mentioned above for BB codes
also holds for coprime BB codes. However, we want to
add another rule for coprime BB codes that is easy to
implement and can further reduce the search space.
Code equivalence (coprime BB code) — Let C be the
code defined by polynomials a(w) and b(w). The code



C’ defined by the polynomials 7’a(m) and 7/b(r) has the
same parameters as C.

Proof: From , we know that the two codes have
the same dimension because 7* is not a factor of 7 41,
i.e., multiplying the polynomials by m* will not change
their GCD. Assume p = («|8) is the binary vector form
of a Z logical operator of C, and let A = a(n),B =
b(r), A" = wia(n), B’ = 7/b(n) be the matrices corre-
sponding the polynomials. Then we have Aa + BS = 0.
Consider the vector p’ = (7 ‘a|r™73), it is straightfor-
ward that p and p’ have the same weight since 7 is a per-
mutation matrix and, hence, invertible. Thus, p’ is a logi-
cal Z operator of C' as A'r‘a+B'n" i3 = Aa+BS = 0.
Similarly, we can prove this property for an X-type log-
ical operator and, conversely, imply that C’ and C are
equivalent in terms of their parameters. O

Algorithm 2: An algorithm to search for BB
codes with the new form of polynomials.

Input: I, m, 74, 7

Result: codes of parameters [[2im, k, d]]
G + factoring(z'™ 4 1);

for g(m) € G do

if 2degg(m) < 7 then

‘ continue;

C <+ all polynomials f(r) in Fa[r]/(z'™ + 1) s.t.
wi(f(m)) = 3;

C’ + all polynomials ¢(7) in C s.t. c(m)
mod g(7) = 0;

L < all combinations (a(),b(w)) chosen from C’
s.t. GCD(a(m),b(m)) = g(m);
L’ + remove_equivalent(L);
for i < 1 to |L'| do
Hx,Hz = BB_matrices(a;(m), b;i(m)));
k < 2lm — 2rank(Hx);
d + distance_upperbound(Hx, Hz, 7a);
else
‘ continue ;
end
end

end

Coprime-BB codes can also be viewed as a special case
of generalized bicycle (GB) codes [6]. In GB codes, poly-
nomials are identified as sums of cyclic shift matrices.
In contrast, coprime-BB codes identify polynomials as
sums of the Kronecker products of two cyclic shift matri-
ces with coprime dimensions. By adapting the new con-
struction to Algorithm [I} we propose Algorithm [2] The
latter algorithm results in a significantly reduced search
space as only coprimes and codes with desired k are be-
ing considered. Using Algorithm [2 we found a num-
ber of interesting coprime-BB codes, which are shown in
Table [II} We also noted that in [6], the author found a
[[126,12,10]] with different polynomials, i.e., we are not
the first to discover this particular code, yet our search
algorithm identified it based on a different basis. Addi-
tionally, we visualized the newly found codes along with
the codes proposed in [5] in Fig. [1] as a 3D plot of the

n, k, d dimensions. “Better codes” are in the red subspace,
which have higher k£ and d relative to their lower n values
(kd > n), i.e., their cost in physical qubits in balanced
by the logical qubits and they have a sufficiently large
distance for error correction.

We observe that the [[126, 12, 10]] code offers the high-
est d and one of the highest k, which is comparable to
the [[144,12,12]] “gross” code proposed in [5], making
it suitable for scenarios where error rates are moderate
to high, and qubit resources are ample. The [[42,6, 6]]
code has a low d but provides the highest rate of these
codes and is best suited for scenarios with low error rates
or where hardware resources are limited. The [[70, 6, 8]]
code offers a balanced trade-off between error correction
capability and code length, making it a versatile option
for environments with moderate physical error rates and
resource constraints.

® BB codesin[1]
New BB codes found by Algorithm 1
¥ New Coprime-BB codes found by Algorithm 2

Better codes

Figure 1. The visualization of newly found codes and codes
previously found ones in [5].

Table II. Some novel coprime-BB codes found by Algorithm
2

llm a(m) b(m) [n, k, d]]
3|5 1+a+7" | m+a° +7° 30,4,6
37 1+77 7% | n+ w0+t 42,6,6
5/ 7] 147+ | 1+x+72 | [[70,6,8]]
2[27]77 + 7° + 7|7 + 7' + 77| [[108, 12, 6]]
719 1+ 7+7°° [7° + 7% + 7*|[[126, 12, 10]]

Numerical results — In this section, we evaluate the
error rates of the newly found codes through theoretical
analysis and numerical simulation. We begin by illustrat-
ing the performance of the codes under the code-capacity
model, followed by a Monte Carol simulation based on
the circuit-based noise model. All simulation results are
gathered for 100 or more logical errors.

In the code-capacity model, we assume that all gate
operations and measurements are perfect. The logical



error rates (y-axis) of proposed coprime-BB codes and
the [[144, 12, 12]] BB code are shown for different physical
error rates (x-axis) in Fig. The decoder used in the
simulation is BP-OSD [14], with a maximum of 1,000
min-sum (MS) iterations, variable scaling factor, and the
“OSD __CS” method of order 7. As expected, codes with
a larger distance d generally exhibit better performance
than those with a smaller d. Among codes with the same
distance d, such as [[108, 12, 6]], [[42, 6, 6]] and [[30, 4, 6]],
the code with shorter code length tends to have a lower
logical error rate as longer codes have more sources of
errors.

10°
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2 - -e- BBI[[144, 12, 12]]
S - /./ Coprime-BB[[126, 12, 10]]
10 7 —=— Coprime-BB[[108, 12, 6]]
,/ —¥— Coprime-BBI[[70, 6, 8]]
1076 4 // —A— Coprime-BB[[42, 6, 6]]
P —*— Coprime-BB[[30, 4, 6]]
10—7 T T
1072 107

Physical error rate

Figure 2. Logical error rates of different codes under code
capacity model.

In the circuit-level noise model, was assume that errors
can happen during any operation except for the classical
part. We adopt the common practice as described in [5],
where the syndrome extraction is performed in multiple
cycles. In each cycle, sources of noise are applied uni-
formly on measurement and gate operations (including
idle gates) with a certain probability. The number of cy-
cles is the same as the distance of the code, and after
performing the desired cycles, the syndrome history is
fed into the decoder to estimate the final error. Fig. [3]
shows the logical error rate (y-axis) of selected codes for
different error rates of physical qubit operations (x-axis).
The logical error rate per cycle can be calculated by di-
viding the logical error rate by the number of cycles for
the code. The decoder used in the simulation is the same
as the one used in the capacity model, except that the
maximum number of iterations is set to 10,000.

Similar to the code-capacity model, codes with higher
d achieve a lower logical error rate per cycle. How-
ever, we observe that the performance gap between the
[[144,12,12]] code and the [[126,12,10]] code is much
smaller than in Fig. This reduced gap is likely due
to the circuit-level distance d. being smaller than the
code distance d, as errors can propagate through the
circuit. Our Monte Carlo simulations indicate that the
[[144,12,12]] code has a circuit-level distance of d. < 10,
while the [[126,12, 10]] code has d. < 9.

Logical error rate per cycle

s -e- BB[[144, 12, 12]]
10764 //’ Coprime-BB[[126, 12, 10]]
T —¥— Coprime-BBJ[[70, 6, 8]]
o —A— Coprime-BB[[42, 6, 6]]
1077 +—
1073 2x1073 3x1073 4x1073

Physical error rate

Figure 3. Logical error rates of selected codes under circuit-
level noise model.

Conclusion — We developed algorithms for fast nu-
merical searches that can discover BB codes. Further-
more, we proposed a novel construction of BB codes by
choosing a factor polynomial from Fy[n] /(7™ 4 1), where
[ and m are coprime integers. The new construction en-
ables us to know the rate of BB codes before constructing
them. Simulations have been done to illustrate the error
rates of the newly found codes. The [[126,12,10]] code
achieves a slightly higher error rate than the [[144,12, 12]]
code with fewer qubits. However, a challenge that re-
mains is the practical implementation of these codes,
specifically in mapping them onto quantum architectures
that are constrained by the limitations of current quan-
tum device technologies.
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