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1. Introduction

In Red-Time sydems it is citicd to have guaratteed tempord and logicd
paeformance. Correct opeaion requires tak deadlines to be ma while
mantaning corectness of the opeaion. The Wod Case Execution Time
(WCET) for tasks is required for schedulability andyds and dso for credting the
Shedules A na ve WCET means tha we are loang the opportunity of usng dack
tha is avaldde in the sysem and d<0 loang the adility to increese the number of
tasks admitted into the sysem.

Another isue in Red Time sydems is the consavation of powe. When
desgning the sydem, the frequency of the processor has to be decided. Higher the
frequency, higher is the power consumption. Because of na’ ve WCET bounds, we
do not know the exact frequency required by the sysem and dgnificant power is
waded in curent Red Time sydens due to overdocking. The processng speed or
dock frequency of the sysem is higher then required because a deadine canot be
missd.

Thus both these problems can be tackled with tools thet provide us with
accuratle WCET bounds. In this project | have worked towards modifying exiding
tools to produce tight WCET bounds for a dmple pipdine tha executes the
Psudo ISA (PISA) of the Smplescdar toolsst. The obvious advanteges of such a
tool are explained above.
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2. Problem Overview

As the deadines of Red-Time sydem tighten, pafomance incressng
techniques like caches pipdining, branch predicion and out of order execution
ae aded to embedded processors These complex pipdines increese  the
peformance of embedded processors, but it is difficlt to guaatee the
pafomance of a complex ppdine It is vay dfficult to accuratdy messure
WCET of tasks on a complex pipdine But for smple pipdines it is possble to
cdaulae the WCET accurady. Due to the WCET requirements, smple pipdines
ae prefered in had Red Time Sygems But dmple pipdines canot show the
same paformance as acomplex pipdine

A dmple soution is to use a dud frequency goproach. The hybrid
embedded processor will usudly wok a a low frequency with a complex
pipdine It is expected tha the actud execution time required is smdler then the
WCET. The taks ae now given intemedide deadlines. If the task misses awy
intermediate deadiing, the frequency is increased. At this time, we can dso switch
the pipdine from a complex to smple pipdine This means tha dnce we can
guaratee the peaformance of a dmple pipding we ae assured that no deadline
will be missed. The low and high frequendes are chosen depending on the WCET
of the task ad the adud execution time (which can be found by usng dmulaions
of the program). One of the man reguirements in this goproach is accuratle WCET
andydgsof aprogram.

The god of this proet is to modfy exiging tools to provide accurae
WCET predicions for the SmpleScda ISA and then to add parametric timing
andyds paradigmsto the tools
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3. Previouswork

Currently tools ae avaldde to paform daic indruction cache dmulation
(work by Dr. Mudler), datic data cache smulaion (work by Dr. White) and the
timing andyss of programs udng pah andyss and caching caegorizaions (work
by Dr. Hedy). The toos teke inputs files genraed by a ressach compiler
(vpocvpo). The timing andyzer dso tekes input files from the ddic indruction
cache smulaor and the daic daa cache smulaor. But we ae going to ue a
modified veson of the SmpleScdar smulaor (provided by Dr. Rotenbeg) to
cdallate the actud execution times of programs usng dmuldion. This means that
dl the WCET andyds mug dso be done for the SmpleScdar I1ISA (PISA). The
datic indrudion cache dmulaor is ISA indegpendat. But the timing andyzer
currently works with the microSparc 1SA. Also, the compller tha generaes PISA
binaries does not generate the input files for the varioustools

It importat to peform accurate WCET of tasks for ample pipdines The
program is fird andyzed udng a ddic indruction cache dmulador and a ddic dda
cache gmulaor to cdculae the caching potetid of dl the indructions The
indructions are categarized into dways hit, dways miss fird hit and fird miss To
get an accure WCET, we need to paform path andyss for the given program
and look a the interaction between paths. The pah andyss dong with the caching
caegorizations ae usd to predict the WCET of the program. Overlgoping of two
operdions is d0 taken into account (like a high laency flodting point operation
and acache miss may overlgp) thus meking the WCET more accurate.
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4. Current work

The obective of the prget is to use the exiging framework for timing
andyss ad use it with a dffeet ISA ad pipdine The dd timing andyzer
works with the microsparc architecture and it is being ported to the ISA usad by
the Smplexcdar todlsst. The dd timing andyzer dso has a smple pipdine with 7
gages which will be changed to a6 Sage pipdine

The modificationsto thetiming andyzer are-

A new ppding compaible with the one usd in the modfied Smplescdar
timing Smulator. The new pipdineisasmple pipdine with 6 dages

Branch predicion usng a ddic predicion technique (curretly Bdl Laus
heurigic). By uang a ddic branch predicion mechaniam, the WCET bounds
can be improved because we don't have to add the branch migoredict pendty dl
the ime Any form of ddic branch prediction can be used (prediction usng
profiling, other heuridics, etc.).

- A new quay inteaface The new queary intaface mekes it eeder to ga the
WCET for pats of the program, indead of only gving the WCET for the whole

program.

The fird dep was to revae enginexr the PISA assambly to produce inputs
for dl the tods (like the vpodhvpo compiler). This means looking a the assambly
to form basc blocks and the contral flow grgoh (CFG). The CFG is then used to
cege inputs for dl the tools After ceding a <oftwae pach for revese
egnexing the assambly, Timing Andyze’'s ISA is changed to PISA. The
internd  pipdine it uses for dmuldion is A changed 0 that it looks and works
jus like the pipdine in the Smplescdar smulator. Thus we will be dle to
andyze programs compiled usng the PISA goc ad detemine an accurae and
tight WCET for the programs.
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5. Experiments

Thefadllowing table showsthe WCET cdculated by thetiming andyzer and
the actud execution time as computed by the Smplescdar todl.. Theresultsare
for a1GHz processor and are converted into time indteed of cydes.

Benchmarks WCET (us) Actual execution WCET /actual
time (us) execution time
adpcm 3286 2428 1.35
at 72 71 1.01
fft 426 368 1.16
Ims 173 168 1.03
gt 3508 2050 1.00
nm 2056 1755 2.00

It can be obsarved that in most cases the WCET timing is vary dose to the
actud execuion time The only discrepancdes ae sen for  benchmarks  with
conditiond datements which may be indde loops If one “ani’ of the conditiond
datemat is longer then the other, the timing andyzer will assume tha the longest
peth will dways be taken while in the Smulator may usudly teke the shorter peth.
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6. Futurework

The next d4ep would be to modfy the timing adyzer 0 tha it is
paaneric in tams of frequency. Curretly the timing amndyzer gves us the
WCET in tems of numbar of cydes This means tha the timing andyzer mugt be
run agan and agan for geting the WCET for dffeet frequendes By
paandeizng the output of the timing andyzer in tams of frequency, the timing
andyzer can be run only once and the output WCET can be used for avy
frequency by smply pluggng in the frequecy. Paamedizing the timing andyzer
will o make it more power avare.

Ancther tod that currenly cannot be used with the timing andyzer is the
data cache smulaor. A pat of the future work could be integrating the data cache
dmulaor andyds componats into the timing andyzer. The timing andyzer
would then be ade to teke daa access caegorizdions into account in giving a
tighter and more accurate WCET.
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