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Study fault-tolerance RF communication in multi-hop routing environments, develop robust dynamic 
re-routing software architecture by combination of LEGO / RCX kits and Motes

This aim of this project  is to do a fault tolerance analysis  of a multi-hop routing environment and 
propose an algorithm for the same. Specifically, we aim at the following aspects of sensor networks:

Abstract:

Sensor networks are very common in areas like environment monitoring, system monitoring, etc. Lot 
of research work has been done in proposing routing algorithms in multi-hop sensor networks. The 
main disadvantage of multi-hop sensor networks is that the overall power consumption increases in the 
sparse network due to large distance transmission.  Also there can be several retransmission due to 
increase in transmission errors. Data mule is an approach to reduce these issues in case of sparse sensor 
networks.

Data mule is a mobile agent which travels around the network along a fixed path and communicates 
with each sensor nodes, gathers data from these nodes and delivers to the gateway system (which can 
be a computer). In this case, the sensor nodes need not do long range transmission and save power 
considerably.  The  data  mule  approach  itself  has  its  own  drawbacks  such  as  increased  latency  in 
gathering data at the central gateway and estimating the optimal path to move around in the network.

We aim to combine the advantages of the two approaches. Instead of having an entirely multi-hop 
network or entire  sparse /  unconnected  group of motes  which convey data  through data  mule,  we 
propose a clustered sparse network, comprising of islands of sensor networks. A cluster / island of 
sensors in themselves is a multi-hop sensor network. We aim to propose a fault-tolerant multi-hop 
routing algorithm that can be used within each cluster. At this level, the data mule moves around in the 
network and communicates only with the “group-leader” of each cluster. The data mule itself becomes 
a solution for fault tolerance when the fault-tolerant algorithm reaches its limits because of physical 
constraints. When network isolation is detected, data mule can be used to consider the isolated network 
as a new island of sensors and start moving to three networks instead of two island of network.



Our Approach:

● Design and implement a multi-hop sensor network
○ Each network consists of multiple motes
○ One mote acts as “group leader” for the clustered network
○ All motes forward their data to the group leader through multi-hopping

● Study and analyze existing fault tolerant algorithms for wireless sensor networks
○ In case one of the motes fails, the algorithm should dynamically re-route the packets and 

inform all other motes of the change
○ If the group-leader itself fails, the algorithm should elect a new group leader and inform all 

motes of this change
● Study existing work on data mules in the sensor network and design a data mule with RCX kit 

and sensor network using motes.
○ The data mule should be capable of moving around in the network as per instruction given 

by central coordinator / gateway
○ It communicates with the group leader of each island.
○ In case where the fault tolerant algorithm fails, the data mule bridges the isolated sensor(s).

Work Distribution: 

Team member #1 and #2: Work on designing and building basic data mule for sensor network using 
RCX and Motes.

Team member  #3:  Analyze,  design and build  multi-hop sensor  network  using  motes  and perform 
evaluation of different OS like Contiki and MantisOS to build multi-hop sensor network. Also design 
fault tolerance algorithm to detect network isolation and to use data mule to treat isolated networks as 
separate multi-hop sensor network.
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