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Agenda 

• Understanding Genomics.
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• ATGC (Another Tool for Genome Comparison).
• Parallel Computation of Sequence Alignment.
• Performance Analysis.
• Future Direction.



Genetics Glossary
• Genomics

- study of genes and their function.

• Genomic sequence / DNA (deoxyribonucleic acid)
- molecule that encodes genetic information. 
- DNA is a double-stranded molecule held together by weak bonds between 
base pairs of nucleotides. 
- four nucleotides in DNA contain the bases adenine (A), guanine (G), 
cytosine (C), and thymine (T).

• Gene expression
- process by which a gene's coded information is converted into the structures 
present and operating in the cell. 

• Bioinformatics
- science of managing & analyzing genomic research data using advanced 
computing techniques.





Bioinformatics Key Applications

• database search
– Exponential growth of biological sequence data.

• multiple sequence comparison
– Two constraints: execution time & memory bandwidth.



Motivation for ATGC

• Need for
– faster sequence comparison algorithms.
– tools for comparative genomics.

• Parallelization of sequence alignment 
algorithms.
– reliable output and reasonable cost.



ATGC

Another Tool for Genome Comparison

• genome comparison
• sequence analysis 
• parallel computation
• multithreading



Smith-Waterman Algorithm

• Instead of looking at each sequence in its entirety this 
compares segments of all possible lengths (LOCAL 
alignments) and chooses whichever maximize the 
similarity measure.

• For every cell the algorithm calculates ALL possible paths 
leading to it. These paths can be of any length and can 
contain insertions and deletions.



Smith-Waterman Algorithm





Parallel Computation of Sequence 
Alignment

• Parallelization of Smith-Waterman Algorithm 
decreases execution time almost linearly.

• Parallelization is achieved by
– OpenMP pragmas.
– rotating buffers for thread communication.
– Hyper threading multiprocessors.

• Benefits
– Locks/critical sections not needed.
– Minimum interthread communication.



Hyper-Threading Technology

(a) Hyper-threading non-capable processors    (b) Hyper-threading-enabled processors

Traditional and HT-capable multiprocessor systems



Computation of the similarity matrix on a SMP system



Absolute speedup for mitochondrial genome 
comparisons







Table 1. Workload characteristics for the human vs. 
mouse and human vs. Drosophila genome 
comparisons with block width 1,000



Conclusions

• Meets the requirements for small and medium size 
genomes.

• Intel compiler yields to a 3.3 absolute speedup on 
a quadprocessor machine.

• high 1st level cache miss rate of 7-8%.
• Logical processors with HT technology enabled 

cannot achieve further improvement.
– high 1st level cache miss rate of 7-8%.
– lack of memory bandwidth.



Future Work

Investigate
• why hyper-threading does not bring additional 

performance gain.
• overhead caused by

– loop with the PAUSE instruction, which accounts for 
5% of the execution time.

– four load-store operations that account for more than 
90% of the L2 cache misses.
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